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| ntroduction

The current document is divided into three parts:

Part | provides the general description about the hardware and software requirements, command

line options for parallel runs, and definitions.
Part 11 provides a step-by-step approach to installation in a shared directory.
Part I11 provides miscellaneous information about execution with distributed 1/0 and use of

user subroutines.

Thelist of supported capabilitiesin parallel can be found in Section V1 of the Release Notes while additional notes on
memory management for multi-processor jobs can be found in Section 11, Item 4.
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General Information

Part | General Information

MARC K7.3.2NT 4.0 Network Version

The MARC K7.3.2 network version for Windows NT uses Genias PaTENT MPI v. 4.0.12 from Genias Software. The
|atter isincluded on the MARC CD.

Hardware and Software Requirements:
Although no specific hardware requirements exist for MARC to run in network mode, it is preferable to have fast
network connections between the machines.

It is recommended that the network should have a speed of at |east 100 M Bit per second. If only two machines areto
be used, a hub or a cross-over cable can be used to connect them. If more than two machines are to be used, a switch
is preferable.

Only Intel-based machines can be used with this version. The O/S must be Windows NT 4.0, Service Pack 3 or later.
Windows 2000 is not supported at thistime. It is recommended to have a Fortran compiler installed. This version
supports Digital Fortran with Microsoft Visual Studio, versions 5 and 6. If version 5 is used, the service pack 3 must
beinstalled. It can be downloaded from ht t p: / / msdn. mi crosof t . cond vst udi o/ sp/ vs97.

Definitions
1. Loca machine

The machine on which the MARC job is started.

2. Remote machine:
Any machine other than the local machine which is part of a distributed MARC run on the network.

3. Shared installation:

MARC isinstalled in a UNC shared directory on one machine only. Other machines can access the MARC
executable since the directory is shared.

4. Distributed installation:
MARC isinstalled on all machines. Each machine accesses its own MARC executable.

5. Distributed execution:

MARC is run on multiple machines which are connected with a network. Each machine loads the MARC
executable either from a shared or alocal directory and then executes the executable.

6. Shared 1/O (Figure 1):

MARC reads and writes datain a UNC shared directory. Each MARC executable running on the network
reads/writes to the same directory.

/. Distributed 1/0 (Figure 2):

MARC reads and writes data in a directory located on each machine. The user must make the input availablein
each directory and collect the results files after the analysis.

8. UNC - Uniform Naming Convention.

Restriction

A distributed job cannot be started from within Mentat in this version. The job must be started from a
Command Prompt.

MARC K7.3.2 Network Version for Windows NT Installation and User Notes 1



General Information

Network
host 1 host 2
Shared \\ host 1\ mar ci nst al | (shared install directory)
File Systems \\ host 1\ mar cuser (shared data directory)

Figure 1  Shared Installation, Shared I/O

Network
host 1 host 2
data data
d:\users d:\users
(data directory) (data directory)
Shared
File Systems

\\ host 1\ mar ci nst al | (shared install directory)

Figure 2  Shared Installation, Distributed I/O

I nstallation:

It isrecommended that MARC isinstalled in a UNC shared directory on one machine only (Figure 3). The
installation must be performed with Administrator privileges.

hostl Network host2
(local machine) (remote machine)
Shared \\ host 1\ mar ci nstal |
File System

Figure 3  Shared Installation
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New MARC Command Line Optionsfor Parallel Runs

1. -host hostfile
If distributed execution is desired, specifies the name of a host file containing the host names of the machines on
which to run the job. If this option is omitted, it is assumed that the job will run on the local machine only.

2. -dist yes|no
If distributed execution is desired, specifies that 1/O must be distributed as well. If this option is omitted but the
host file option is present, the execution will be distributed but all 1/0 will be performed in the current directory
on thelocal machine. If this option is omitted and the host file option al so is omitted, the execution of the job will
occur on the local machine only and all 1/0 will occur on the local machine only.
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Installation Notes

Part Il Installation Notes

MARC K7.3.2NT 4.0 Network Version
MPI Version: Genias PaTENT MPI v. 4.0.12
Steps 1-7.must be performed as Administrator

Sep 1 Assume that hostl and host2 are the host names of two machines on which MARC K7.3.2 is to be run in
network, parallel mode. Assume that MARC is to be installed on host1, which will be called the local
machine. Log onto hostl as Administrator and check that the second machine can be reached by accessing
it with Network Neighborhood.

Sep 2 Assume that MARC is to be installed undek MARC. Make this directory shared by associating a UNC
sharename with itHigure 3 as follows. UséMly Computer and locate the directory to be shared. Right
click on the directory and chooSéaring. ChooseShare as and give it &Share Name (this is the UNC
name) and cliclOK. Please note that MARC restricts the UNC name to have a maximum of 10 characters
and the name of the shared directory to have a maximum of 30 characters. If necessary, a directory higher
up in the path can be shared (for instancg,instead ot: \ MARC). It is sufficient that eithes: \ or
c: \ MARC is shared.

Suppose the directory. \ MARC is shared using the UNC nammer ci nst al | on hostost 1. Test that
the directoryc: \ MARC on hostl can be accessed by tyginghd \\ host 1\ mar ci nstal | from the
Command Prompt.

Sep 3 Install MARC from the CD inte: \ MARC on the local machine. Séestallation Instructions for
Windows NT.

Install PAaTENT MPI, which is also on the CD, on both the local machine and the remote machine(s). If
PaTENT MPI is already installed on a machine, it must be uninstalled. Note that MARC only needs to be
installed on the local machine but PaTENT MPI must be installed on all machines used in an analysis.
Enter any number when asked for the serial number.

Sep 4 Set up Patent MPI on each machine. GblyoComputer/Control Panel/Services and selecPaTENT
MPI. Then, selectartup... and set th&tartup Type to Automatic. SelectThis Account underLog On
As. An existing user name and password should be entered here. This user must be different than
Administrator and it must be the same on all connected machines.

Now check that the machines can exchange messages. Bring up a command window and type:

c:

cd \ MARC\ mar ck73\t est _ddm npi

at the Command Prompt. Edit the file caltedst fi | e, and replacehi shost with the host name of the
local hosthost 1, ot her host with the host name of the other machimnest 2, and

uncpat ht omar ck73 with the actual UNC path name to the install directory,
\\ host 1\ mar ci nst al | \ mar ck73. Now type:

.\t est npi

This starts a program which should run on hostl and host2 in parallel to calculate the value of pi. When
prompted, enter a value of 1000 for the number of intervals. If successful, the value of pi is printed to the
screen. If not, see the section in this documerifTomuble Shooting?”
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Sep 5 Create aMARC file with the shared naming information:
c:
cd \ MARC\ mar ck73\t ool s
net share > marck73. net

Thisfile has to be re-created each time the shared names of installation or working directories are
changed. Thefile mar ck73. net contains the connection between the path names on the local machine
and the UNC names, and can be created only by the Administrator.

Sep 6 Test the MARC installation for single processor execution by typing from host1:

c:
cd \ MARC\ nar ck73\t est _ddm exnpl 2\ exnpl 2_1
run_marc -j cyl2

and MARC should exit in about three minutesiif it is a successful run.

Sep 7 Test the MARC installation for multi-processor, distributed execution by typing from host1:
c:
cd \ MARC\ nar ck73\t est _ddm exnpl 2\ exnpl 2_2

and edit thefile host fi | e inthisdirectory by replacing t hi shost with host 1 and ot her host with
host 2. Finally, type:

run_marc -j cyl2 -nprocd 2 -host hostfile

and MARC should exit in about two minutes if it is a successful, parallel run on host1 and host2 using one
processor on each. If thejob stalls or hangs at start-up time, exit it by typing cont r ol - Cinthewindow in
which iswas started. See “Trouble Shooting’in this document.
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User Notes

Part IIl User Notes

MARC K7.3.2 NT 4.0 Network Version
MPI Version: Genias PAaTENT MPI v. 4.0.12

Figure 4

Sep 1

Sep 2

Sep 3

Sep 4

Network Computing System

hostl host2
local machine remote machine
( ine) Network ( ine)
Shared \\host1\marcinstall  (thisiswhere marcisinstalled)
File Systems \\ host 1\ mar cuser (thisisyour data directory)

Shared Installation, Shared I/O

Assume that host1 and host2 are the host names of two machines on which MARC K7.3.2 isto be
run in network, parallel mode. Check that the second machine can be reached by accessing it with
Network Neighborhood.

Assume that host1 has been selected as the machine on which all MARC dataislocated. Create or locate
on host1, adirectory which isto be used for the MARC user data and make it UNC shared (see Step 2in
Part Il above). Assume that thisdirectory iscalled c: \ nydat a and that it is shared asmar cuser.

Createahost filecalled host fi | e inc: \ nydat a. Thisfile specifies the machines to use and the number
of processors to use on each. A typical host file should ook as follows:

host1l 2

host2 2
#this is a coment
hostn m

where host n isatypica host name on which m processors are to be used. MARC will create parallel
processes such that processes 1 and 2 will run on host1, processes 3 and 4 on host2, etc. The name of the
host from which thejob is started must occur first; each host name must occur only once; al lines starting
with a# sign or with a control character areignored; finally, all blank lines are ignored.

Use Mentat to build your test model. As an exampl e, use the Mentat procedure file, exanpl e. pr oc, inthe

mar ck73\ not es subdirectory. Enter Mentat and execute the procedure file to build your model as shown
in the next step. Select and confirm your three domains as shown below on the following page.
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nong
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Sep 5 Write The MARC Input

Select RUN DDM
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Sep 6  Edithostfil e to contain:

host1l 2
host2 1

Thehost fi | e places two domains on host1 and one domain on host2.
Run MARC from host1 with the command:

run_marc -j nodel 1l _jobl -nprocd 3 -host hostfile

Sample output from MARC
MARC K7. 3.2 Wndows_ NT version

Pr ogr am name : marck73
Job ID : nmodel 1_j obl
User subroutine nane

Restart file job ID
Substructure file ID

Post file job ID

Defaults file ID

View Factor file ID

Save generated nodul e no
Nunmber of tasks 3

Host file . hostfile
Distributed i/o :

Wed Apr 22 10: 44: 03 PST 1999
marc job \\host1\nmarcinstal |\ narck73\ notes\1lnodel 1_j obl begi ns execution
(c) COPYRI GHT 1999 MARC ANALYSI S RESEARCH CORPORATI ON,
all rights reserved
menory in main programinitially set to = 6250000
nunber of processors set to = 3

VERSION April 12, 1999
mar c executi on begins

end of i ncrement 0
Lines Omitted
end of i ncr ement 50

marc exit nunber 3004
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Sep 7 Check your results

Open Default

 ~—— Skip to Inc 50

Def Only

Contour Bands

I

I ¢ o
Thee ¢ 5.000e-01 Select “Total m
Equivalent
Plastic Strain”
4, 7hde-0]
4.2820-0L
I.00Le-08
3.3200-0L

1.394s-01

S_12de-0g

4. Hle-02

=B D de—0T A

loamed I_J

Total Equiwalen: Flastic Serain i
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MARC created a post file associated with each domain as well as aroot post file associated with the job id. For the
previousmodel, 1nodel 1_j ob1.t 19, 2nodel 1_j obl.t 19, and 3nodel 1_j obl. t 19 arethe processor files, while
nmodel 1_j obl.t 19 istheroot file.

To postprocess the entire model, select nodel 1_j ob1l. t 19 asthe postprocessfile. If the model isvery large, it can
be convenient to view only a portion of the model by selecting any one of the processor post files, such as

3nodel 1_j obl. t 19. Thisfile contains only data associated with domain 3 as selected in the Domain
Decomposition menu under Step 4. As specified in the host file in Step 3, this file was created by host2.

Distributed 1/0

For jobs with very large post or restart files, it is usually more efficient to use distributed 1/0. Figure 1 and Figure 2

show the difference between shared and distributed 1/0. Note that the local directories must have the same names on

the different machines. With distributed I/O, the input files and the post files are located on the host'’s local disks. The
user must make sure that the input files are available on all hosts before the job is started. In the case of the previous
model, for instance, the host file specifies that the first two domains are placed on hostl and the third on host2.
Thereforelnodel 1_j obl. dat and2nodel 1_j ob1. dat must be located under\ nydat a on hostl, and

3nodel 1_j obl. dat must be located under\ nydat a on host2. The root input filepdel 1_j ob1. dat, always

must be located under \ nydat a on the local machine host1.

To run a job using distributed 1/O, add tuést yes option to the command line:

run_marc -j jobnane -nprocd 2 -host hostfile -dist yes

It is recommended to make the local disks shared even though the 1/O is distributed. This will make it easier to collect

the post files from the different hosts. Tdast yes option ensures that the I/O will take place locally despite the fact
that the local disk can be reached from a remote host.

| nformation for Jobswith User Subroutine

If user subroutines will be used, it is necessary that the working directory on the host on which the job is started is
shared. MARC will compile the user subroutine on the local host, and place a new executable on this host. The new
executable is then available to other hosts if the directory is shared. For information on how to create shared
directories, see Part Btep 20f this document. An error message saying that the UNC name cannot be found is given
if the working directory is not shared. Remember to re-create theafilek73. net as Administrator if a new

directory sharing has been defined (see Pa&tép 5of this document).

Solver I nformation

Solver type 6 (hardware provided sparse) is not available on the NT platform.
Solver types 0 (direct profile), 2 (sparse iterative) and 4 (sparse direct) are supported in parallel.
Out-of-core solution is not supported in parallel.

Trouble Shooting

Use the Event Viewer on the local host by selecitagt/Programs/Administrative Tools/Event Viewer to read
the System, Security, and Application log files undeiLiig button. To read these files on a remote host, select
Log/Select Computer and pick the remote host from the list. Look for log entries related to PaTENT MPI.

Check that:
1. Your user ID is recognized by the remote hosts.

2. The remote hosts have permission to read from and write to the local host. In particular, check that the sharing is
giving full access; i.e., not being restricted to read only.

3. Your MARC and PaTENT licenses are valid.
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12

The host names are valid.

The PATENT MPI Service is running. Select My Computer/Control Panel/Services and look for PaTENT
MPI in thelist. Check that it has Status: Started. This must be done on all hosts. Also check that the user name
used for this service isthe same on all hosts. Select PaTENT MPI from the list and select Startup. Log On As
should be set to This Account with a user name which is the same on all hosts.

Thefilemar ck73. net inthemar ck73\t ool s directory isup to date. See Part 11, Step 5 of this document.
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